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ABSTRACT. In this document, we study both from a theoretical and numerical
perspective the Multi-marginal Optimal Transport (MOT) problem with trans-
portation cost given by the Coulomb cost in two space-dimensions, and where
the N marginals are all equal to some probability measure �, that is

inf
�2˘N .�/

E.X1;:::;XN /��

24� X
16i<j6N

log jXi �Xj j

35 :
This problem is of paramount interest in a variety of physical applications (see
Section 3), for instance in defining the Uniform Electron Gas (UEG), an impor-
tant model in condensed matter physics, which serves as the fundamental build-
ing block of the Local Density Approximation in Density Functional Theory, a
successful set of computational methods in quantum chemistry. More gener-
ically, this problem is essential in the study of the two-dimensional Coulomb
gases, a very relevant topic in mathematical physics, which shares a substantial
link with random matrix theory. In the recent years, MOT has drawn a convinc-
ing attention across the mathematical literature (and outside of it), ranging from
the field of pure mathematics to applied statistical learning. As such, our inves-
tigations could have potential offsprings in a large collection of mathematical
fields.

We first present general theoretical results for this problem (Section 2) and its
entropy-regularized version (Section 4). The main difficulty with the Coulomb
cost in two space-dimensions is its divergence at infinity. Several recent results
have considered costs which diverge at the origin, but few seems to cover both
divergences. We thus had to adapt many existing works to the logarithmic case.
In fact we will most often present our own take on the problem, providing proofs
that differ from the ones proposed in the literature. We then present an origi-
nal numerical scheme in order to solve the entropy-regularized version of this
problem, together with some theoretical results. This iterative scheme solves a
kind of inverse problem for the dual (Kantorovich) potential using Monte Carlo
simulation. We then conduct numerical experiments (Section 5) using parallel
computing. The results, reminiscent of an important conundrum in mathematical
physics regarding the equality of the UEG with another model, namely Jellium,
are promising, and will lead to further investigations.

1. INTRODUCTION

Optimal Transport (OT) is a very active field of research in mathematics [87, 98,
99]. In the recent years, this field has gained considerable attention, especially from
a numerical perspective [76], because of its high potential to be applied in many
practical situations. Recall that, given two (Polish) spaces X and Y equipped
with two probability measures � 2 P.X / and � 2 P.Y /, together with some
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abstract cost function c WX �Y ! R[f1g, the Kantorovich formulation of OT
reads

Kc.�; �/ D inf
�2˘.�;�/

E.X;Y /�� Œc.X; Y /� ; (K)

where ˘.�; �/ is the set of couplings of � and �, that is the set of all probability
measures � 2 P.X � Y / such that the first (resp. second) marginal of � is
� (resp. �). That is, given any continuous, real-valued and bounded function
� 2 Cb.X / (resp.  2 Cb.Y /), we have E.X;Y /�� Œ�.X/� D EX��Œ�.X/�
(resp. E.X;Y /�� Œ .Y /� D EY�� Œ .Y /�). The Kantorovich formulation to OT is a
relaxation of the historical Monge formulation of OT, which reads

Mc.�; �/ D inf
T2˘d .�;�/

EX�� Œc.X; T .X//� ; (M)

where˘d .�; �/ is the set of all measurable maps T WX ! Y such that T#� D �,
where the push-forward measure T#� is defined for every measurable set A � Y
as T#�.A/ WD �.T

�1.A//. That is, intuitively speaking, we want to find a map T
which transports � onto � while minimizing a cost of transportation defined by c.
Given any T 2 ˘d .�; �/, one can consider the measure .Id; T /#� as a determin-
istic element of ˘.�; �/, in the sense that no mass-splitting occurs. Hence, one
necessarily has Kc.�; �/ 6Mc.�; �/, but the converse statement need not be true
without further assumptions (e.g. c is continuous).

In the very recent years, Multi-marginal Optimal Transport (MOT) has begun
to attract considerable attention, due to a wide variety of emerging applications
outside of mathematics, such as economics, finance, physics and image processing
(see [72] for a rather detailed review and citations therein). MOT is nothing but an
extension of the classical OT to a multi-marginal setting: that is, given N (Polish)
spaces X1; : : : ;XN equipped with probability measures �1 2 P.X1/; : : : ; �N 2

P.XN /, together with some abstract cost function c WX1�� � ��XN ! R[f1g,
the Kantorovich formulation of MOT reads

inf
�2˘.�1;:::;�N /

E.X1;:::;XN /�� Œc.X1; : : : ; XN /� ; (mK)

where evidently˘.�1; : : : ; �N / is the set of all probability measures � 2 P.X1�

� � ��XN / such that the i -th marginal of � is �i for every i D 1; : : : ; N . Likewise,
one can also consider the corresponding Monge formulation of MOT, which reads

inf
.T2;:::;TN /2˘d .�1;:::;�N /

EX��1 Œc.X; T2.X/; : : : ; TN .X//� ; (mM)

where the infimum runs over the measurable maps Ti W X1 ! Xi such that
Ti #�1 D �i for all i D 2; : : : ; N . Note that under rather mild assumptions on
the cost function c (e.g. lower semi-continuous and bounded from below), it is not
difficult to prove that the infimum in (mK) (and subsequently in (K)) is attained.
Nevertheless, proving the existence (or non-existence) of deterministic solutions,
that is solutions to (M) or (mM), is a much more delicate question, especially in a
multi-marginal setting.

In physics, MOT appears in a variety of applications. For instance, computing
the Coulomb (or electrostatic) energy of a quantum system of N charged particles
x1; : : : ; xN in Rd with fixed electronic density �.r/, defined as the expectation
value of the charge density at locus r, amounts to solve a MOT problem of the
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form (mK) with N marginals. Given a N -particle probability P 2 P.RdN /, the
corresponding electrostatic energy C.P/ is given by the expectation value

C.P/ D E.x1;:::;xN /�P

24 X
16k<l6N

cd .xk � xl/

35 ;
where cd is the Coulomb potential in dimension d (see Remark 1). The system be-
ing prescribed an electronic density � (with �.r/ > 0 for every r and

´
Rd �.r/dr D

N ), we only consider the N -particle probabilities P such that �P D �, where the
electronic density �P associated to P is evidently defined as the sum of one-particle
marginals

�P.r/ WD
ˆ
Rd.N�1/

dP.r; x2; : : : ; xN /C � � � C
ˆ
Rd.N�1/

dP.x1; x2; : : : ; r/:

As dictated by the general laws of physics, the particles want to occupy the (not
necessarily unique) classical state P yielding the lowest possible electrostatic en-
ergy, so that we are left to solve the following minimization problem

inf
P2P.RdN /;
�PD�

8<:E.x1;:::;xN /�P
24 X
16k<l6N

cd .xk � xl/

359=; :
Because of the nature of quantum measurements, the particles are usually consid-
ered to be indistinguishable, which mathematically translates into the fact that the
admissible quantum states P must be symmetric with respect to the xi ’s. With
this symmetry constraint, the electronic density is proportional to the one-particle
marginal of P,

�P.r/ D N
ˆ
Rd.N�1/

dP.r; x2; : : : ; xN /:

Therefore, at the exception of the symmetry constraint imposed on P, we recognize
the Kantorovich formulation to MOT as defined at (mK) with all marginals equal
to �
N

and cost function cd given by the Coulomb cost

cd .x1; : : : ; xN / D
X

16k<l6N

cd .xk � xl/:

In fact, the symmetry constraint plays no role whatsoever, since for given any P 2
P.RdN /, the symmetric probabilityeP D 1

NŠ

P
�2SN

�#P yields the same cost as
P because of the symmetry of the Coulomb cost. Therefore, the problem exactly
rewrites as

inf
P2˘. �N ;:::;

�
N /

8<:E.x1;:::;xN /�P
24 X
16k<l6N

cd .xk � xl/

359=; :
In this document, we will be interested both in the theoretical and numerical

aspects of this problem in two space-dimensions (d D 2). Ultimately, our goal is to
show the equivalence between two models used by physicists in condensed matter
physics, namely the uniform electron gas and the jellium, that we will introduce in
full details later on.

Remark 1. In its full generality, the Coulomb potential can be derived in any di-
mension of space from Gauss’s law, which states that the total electric flux through
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any closed surface is proportional to the total electric charge enclosed by the sur-
face. In its differential form, this law reads r � EE.r/ D jSd�1j�.r/=�0, where EE
is the electric field generated by the charge distribution � and �0 is the dielectric
constant. Under the assumption that the electric field is curl-free, which is the case
in the absence or near-absence of a time-varying magnetic field, EE is a conservative
vector field, that is there exists a potential U such that EE D �rU, which therefore
verifies the Poisson’s equation �U.r/ D ��.r/=�0. The Coulomb potential cd
is then defined as the radial distribution which solves the fundamental equation
�cd .r/ D �jSd�1jı.r/, where ı is the Dirac distribution. One can easily check
that

cd .r/ D

(
� log jrj; d D 2;
1

jrjd�2 ; d > 3:

Remark 2. From a mathematical perspective, the Coulomb costs cd in dimension
d > 3 are particular cases of a broader class of costs, stemming from the so-called
Riezs potentials cd;s.r/ D jrj�s where 0 < s < d . Many results for the Coulomb
costs cd remains valid for the Riesz costs cd;s , evidently defined as

cd;s.x1; : : : ; xN / D
X

16k<l6N

cd;s.xk � xl/:

Remark 3. Compared to higher dimensions, the Coulomb potential c2 in two-
dimension of space is not bounded from below, which, as we will see, makes the
theoretical analysis a little bit harder. Therefore, we might expect somewhat eccen-
tric behaviors for two-dimensional systems arising from the very long-range nature
of this potential. Note that, in spite of its theoretical interest, the two-dimensional
Coulomb potential does arise "naturally" in a three-dimensional setting. Indeed,
consider an infinitely long and thin charged wire supported on W D f.0; 0; z/ 2

R3 W z 2 Rg with constant linear charge density � . Given a point r 2 R3 such
that d.r;W/ D r > 0, by considering the cylinder of length l and radius r cen-
tered on W and applying Gauss’s law, it holds that the magnitude of the electric
field is given by E D �

2�"0r
, so that the corresponding potential is proportional

� log.r/. We also note that two-dimensional (and one-dimensional) log gases also
occur naturally in the theory of random matrices (see Remark 5) or for the frac-
tional quantum Hall effect.

From a numerical perspective, solving (mK) is a challenging problem due to
the high dimension of the space of transport plans ˘.�1; : : : ; �N /. Indeed, tra-
ditional numerical approximations are usually impractical, for the number of de-
grees of freedom grows exponentially with the number of marginalsN when using
straightforward numerical discretizations, so that only very small systems can be
considered in practice. Nonetheless, because of the emerging importance of MOT
in a wide variety of concrete applications, novel numerical methods have emerged
in the literature [6, 67], and a rather promising advance was recently proposed in
[25], which could potentially lead to circumvent the infamous curse of dimension-
ality. Note that the problem is even more challenging when one is to consider
Coulomb-type costs (or for that matters, Riesz-type costs) because of their unusual
features, that is both their repulsive nature and the fact that they carry singularities
on their diagonals, which might give rise to numerical instabilities. To alleviate for
those impracticalities, two natural strategies come into play.
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Duality theory. A first strategy would be to look for a meaningful dual formula-
tion to (mK). Recall that one can usually gain a lot of insightful knowledge about
the structure of the original problem by studying the dual formulation, and this is
especially veracious when the dual has a meaningful interpretation. Following the
same formal strategy as in the classical OT case, a natural dual to (mK) reads

sup
.'1;:::;'N /2˚c.�1;:::;�N /

˚
EX1��1 Œ'1.X1/�C � � � C EXN��N Œ'N .XN /�

	
;

where the 'i ’s, so-called Kantorovich potentials, are such that '1.x1/ C � � � C
'N .xN / 6 c.x1; : : : ; xN /. Remark that this constraint is highly non-linear and
non-compact, which makes the problem difficult even though the objective is linear.
When all the marginals are equal to �, we will write ˚c.�/ WD ˚c.�; : : : ; �/, and
in this case, under the assumption that the cost c is symmetric, we can also assume
that all the potentials are the same, i.e. '1 D � � � D 'N D '.

As usual, solving the dual yields a lower bound on the primal solution. An im-
portant question is whether or not strong duality holds, that is whether or not the
converse statement is true. It is a rather old result established in a pleasant gener-
ality in [46] that the duality gap vanishes when c is either lower semi-continuous,
bounded from below and bounded above by a direct sum of �i -integrable func-
tions, or that c is simply uniformly bounded without demanding any continuity hy-
potheses. In either cases, this result does not apply to Coulomb-type costs because
of their singularities. The hypotheses were later weakened in [5], where strong
duality is shown to hold for any lower semi-continuous cost c bounded from be-
low, by using a relaxed formulation to the primal problem, though their strategy
does not allow to prove the existence of maximizers for the dual problem. In [27],
this shortcoming was eventually corrected, providing a full duality theory for the
Coulomb-type cost in dimension d D 3 together with bound estimates on the dual
maximizers, and in [13] the result was extended to the cases d > 3 (and to Riesz-
type costs cd;s), together with regularity estimates on the dual maximizers. In two
space-dimensions, where the Coulomb cost is not bounded from below, it was only
very recently that a proof of strong duality was given [36], completing the overall
picture.

Entropic regularization. A second strategy would be to work with a regularized
version of the MOT problem. Indeed, the current successes of OT did not stem
from the ability to solve (K) from a numerical point-of-view, which altogether
remains a very complicated problem, but rather came from the rather astute idea
of adding an entropic barrier to the objective in order to enforce the positivity (and
uniqueness) of the transport plan. This idea was first considered from a multi-
marginal point-of-view in [1] and [7], where the problem reads

inf
�2˘.�1;:::;�N /

n
E.X1;:::;XN /�� Œc.X1; : : : ; XN /�C ˇ

�1Ent.�j ˝NiD1 �i /
o
;

where ˇ > 0 is a regularization parameter, which should formally map the regu-
larized problem to the original one as ˇ ! 1, and where, given two measures ˛
and ˇ, the (negative) entropy of ˛ relative to measure ˇ (also called the Kullback-
Leibler divergence) is defined as

Ent.˛jˇ/ D

(
EZ�˛

h
log

�
d˛
dˇ .Z/

�i
; if ˛ � ˇ;

C1; otherwise.
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While adding the entropy makes the objective strongly convex, the main interest
of this method lies in the simplicity of its implementation. Indeed, in a discretized
setting, it leads to the famous iterative proportional fitting procedure [28], also
known as Sinkhorn algorithm [94] or Sinkhorn-Knopp algorithm [95], which con-
sists in nothing but a simple alternate minimization scheme, which itself translates
into iterations that are simple matrix-vector products. Altogether, the algorithm
can easily be made parallel and fully-vectorized, making it particularly suitable for
execution on GPU’s [26].

A possible dual to the regularized problem reads

sup
'1;:::;'N W'i2Cb.Xi /

(
NX
iD1

EXi��i Œ'i .Xi /�

� ˇ�1E.X1;:::;XN /��1˝���˝�N

�
e
�ˇ

�
c.X1;:::;XN /�

PN
iD1 'i .Xi /�1

��)
;

and using the primal-dual relationship, one can then formally show that there exist
a set of functions !1; : : : ; !N , so-called entropic weights, such that the unique
minimizer to the primal regularized problem is of the form

e�ˇc.x1;:::;xN /

"
NY
iD1

!i .xi /

#
d�1.x1/ � � � d�N .xN /;

where the !i ’s are related to the dual variables 'i ’s through !i .x/ D eˇ'i .x/. Once
again, remark that when the cost function is symmetric and all the marginals are
equal, we can take '1 D � � � D 'N D ' and subsequently all the entropic weights
are the same as well.

Coming back to the problem of computing the Coulomb energy of a system
at fixed density, adding the entropic regularization is equivalent to looking at the
system at positive temperature. Indeed, let us consider a system of charged parti-
cles x1; : : : ; xN in thermal equilibrium with a heat reservoir at fixed temperature
ˇ�1, and suppose that the particles evolve in a potential landscape V , so that the
(classical) Hamiltonian of the system reads

HV .x1; : : : ; xN / D
X

16k<l6N

cd .xk � xl/C
NX
iD1

V.xi /;

where we have dropped the kinetic energy term because the temperature is kept
fixed by the heat reservoir. According to the general postulate of statistical me-
chanics [38, 83], this system is represented from a microscopic point-of-view by
the so-called canonical ensemble, that is the Gibbs measure

Zˇ .V /
�1e�ˇHV .x1;:::;xN /dx1 : : : dxN ;

whereZˇ .V / WD
´
RdN e

�ˇHV .x1;:::;xN /dx1 : : : dxN is the so-called partition func-
tion. Now, because of the fully symmetric nature of our problem, all the en-
tropic weights are the same and equal to !, which we can rewrite as above as
!.x/ D e�ˇV.x/, where V is the dual variable, which has (almost; see Remark 4
below) the physical interpretation of a potential landscape. Now, passing over in
silence some technicalities that we will thoroughly explain later on, the regularized
problem rephrases as :
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« Find the potential V such that the canonical ensemble has density � at temper-
ature ˇ�1 », that is find V such that

Zˇ .V /
�1

ˆ
RdN

e�ˇHV .x1;:::;xN /d�.x1/ : : : 1d�.xi / : : : d�.xN / D N�1�.xi /
for every i D 1; : : : ; N .

Remark 4. In the context of the aforementioned dual, the dual variable V fails
to qualify as a true potential. Indeed, adding a constant to a given V will lead
to a different value for the dual objective, while from a physical perspective the
potential is only meaningful up to an additive constant. We will explain later on
how to modify the dual to make it invariant to constant shift in the dual variable.

Solving these equations analytically is virtually impossible, so that we set our-
selves on the path of solving them numerically. Once again, let us recall that the
problem is difficult because of (i) the high dimension of the integration space,
which is exponential in the number of particles, and (ii) the fact that the dual vari-
able V is highly non-local, in the sense that it lives on the entire Euclidian space.
We will introduce a numerical scheme to circumvent this second issue, based on
the fact that, from a physical point-of-view, one might rewrite V D cd ��ext where
�ext is an exterior charge distribution generating the potential V . Indeed, the vari-
able �ext is typically local in space (i.e. compactly supported), making it more
suitable as dual variable from a numerical perspective.

Remark 5. In two dimension of space, the (unnormalized) Gibbs measure at tem-
perature ˇ�1 reads Y

16k<l6N

jxk � xl jˇ
NY
iD1

eˇV.xi /dx1 : : : dxN :

When V.x/ D jxj2
4

, this is the so-called ˇ-Ginibre ensemble, famously known
in the field of random matrix theory [34]. When ˇ D 1 and d D 1, we have
the Gaussian Orthogonal Ensemble (GOE) which is invariant under orthogonal
conjugation, and which models Hamiltonians with time-reversal symmetry. When
ˇ D 2 (and d D 1) we end up with the Gaussian Unitary Ensemble (GUE), which
is invariant under unitary conjugation, and which models Hamiltonians lacking
time-reversal symmetry. Finally, when ˇ D 4 (and d D 1), we have the Gauss-
ian Symplectic Ensemble (GSE) which is invariant under conjugation by the sym-
plectic group, and which models Hamiltonians with time-reversal symmetry but
no rotational symmetry. Bits of theoretical analysis are available in the literature
concerning the general case where ˇ is even, though there are no simple ways to
generate the corresponding ensemble, contrary to the preceding cases. In [97] and
[96], the partition function is computed exactly by recognizing that the Vander-
monde determinant in front of Gibbs measure is the square of a Jack polynomial
and by expanding it in an appropriate monomial base, while in [85], this is done by
mapping the system onto a one-dimensional chain of interacting fermions. In [40]
a connection between the two methods is derived. This could potentially lead to an
interesting basis of work in our case, though we do not follow this strategy.

Acknowledgements. This master’s thesis was advised and funded by MATHIEU
LEWIN (CNRS & CEREMADE, Université Paris-Dauphine), to whom I express
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2. MOT WITH LOGARITHMIC COST AT ZERO TEMPERATURE (ˇ D1)

In this section, we study the problem of computing the Coulomb energy of a
system of N two-dimensional charged particles x1; : : : ; xN with prescribed elec-
tronic density � (i.e. recall that �.r/ > 0 for every r and

´
R2 �.r/dr D N ) at

zero temperature, that is we discard entropic regularization for the moment (i.e.
ˇ D1). The problem reads

C.�/ D inf
P2˘N .�/

8<:E.x1;:::;xN /�P
24� X

16k<l6N

log jxk � xl j

359=; ; (Coul2D)

where we use the shorthand notation ˘N .�/ WD ˘. �
N
; : : : ; �

N
/. Under ad hoc

assumptions on �, we prove that the problem admits a minimizer (Theorem 1),
and that its associated cost is finite (Theorem 3). We then show that the particles
must be bounded away from each others by a positive distance on every compact
set (Theorem 5), and we eventually prove that a strong duality result holds (Theo-
rem 8).

Remark 6. Throughout this entire document, we will always suppose that � is
absolutely continuous with respect to the Lebesgue measure dr. This actually need
not be true in classical setting, where � could be a positive measure with singular
parts. Nevertheless, our results can easily be extended to this more general case.

2.1. Finiteness of C.�/ and diagonal bounds. Throughout what follows, we
make the assumptions thatˆ

R2
log.2C jrj/�.r/dr <1; (H1)

� 2 Lq.R2/ for some q > 1: (H2)

Remark 7. A stronger statement for hypothesis (H1) would be to ask that � has a
finite second-moment, that is

´
R2 jrj

2�.r/dr <1, which physically translates into
the fact that the electronic density � has a finite quadrupole.

Remark 8. From a quantum perspective, we only care for those densities which are
admissible, in the sense that there exists some quantum state P such that � D �P.
Under the rather natural hypothesis that

P.x1; : : : ; xN / D j	.x1; : : : ; xN /j2dx1 : : : dxN

with 	 2 H 1.R2N /, that is that the system has finite kinetic energy, then it is a
well-known fact that

p
� is also in H 1.R2/ [58, Theorem 1.1]. Invoking Sobolev

injection, it holds that � 2 Lq.R2/ for every q 2 Œ1;C1/, so that � verifies the
hypothesis (H2).

Theorem 1. The infimum at (Coul2D) is attained.
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Proof of Theorem 1. By standard arguments, we have that set ˘N .�/ is compact
for the weak-? topology. We now want to prove that the objective P 7! C.P/ is
lower semi-continuous with respect to P 2 ˘N .�/, which will yield the existence
of a minimizer to (Coul2D). Because the Coulomb cost c2 is not bounded from
below, we need to use the following lemma:

Lemma 2. Let c W Z ! R [ fC1g be a lower semi-continuous function, where
Z is an arbitrary metric space, and let M � MC.Z/ be a subset of positive
measures on Z. If there exists an upper semi-continuous function h W Z ! R [
f�1g such that (i) h 2 L1.P/ for all P 2 M , (ii) with

´
Z hdP D

´
Z hdQ for

all P;Q 2 M , and such that (iii) h 6 c, then the cost functional P 7! Jc.P/ WD
Ez�PŒc.z/� is lower semi-continuous over M for the weak-? topology.

Proof of Lemma 2. Recall that, if c is lower semi-continuous and bounded from
below, one can find a sequence .ck W Z ! R/k of bounded above and uniformly
bounded from below continuous functions, such that for every z 2 Z, the se-
quence .ck.z//k increasingly converge to c.z/. By monotonic convergence, we
have that supk Jck .P/ D Jc.P/ for every P 2MC.Z/. Since the functional Jck is
continuous over MC.Z/ for the weak-? topology, it holds that Jc is lower semi-
continuous as pointwise supremum of continuous functionals.

Now, in the general case, by hypothesis (iii), we have that c � h is lower semi-
continuous and non-negative, so that we can apply what precedes. By hypothesis
(i), we can legally write Jc.P/ D Jc�h.P/ C Jh.P/ for every P 2 M . The
functional Jc�h is lower semi-continuous, and by hypothesis (ii), the functional Jh
is constant over M . Therefore, Jc is lower semi-continuous over M . �

Let us now prove the objective is indeed lower semi-continuous with respect to
P 2 ˘N .�/ by using the above lemma. Denoting `.t/ WD minf0;� log.t/g, we
defineeh.x1; : : : ; xN / WD PN

iD1 `.jxi j/: Remark that the functioneh is continuous
and thus trivially upper semi-continuous. Furthermore, given any P 2 ˘N .�/, we
have that

ˆ
R2N
jehj.x1; : : : ; xN /dP.x1; : : : ; xN / 6 ˆ

R2
j`.jrj/j�.r/dr

D

ˆ
R2nB.0;1/

log.jrj/�.r/dr <1;

by hypothesis (H1), and that

ˆ
R2N

eh.x1; : : : ; xN /dP.x1; : : : ; xN / D N ˆ
R2
`.jrj/�.jrj/dr;
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so that the value of the integral is independent of the choice P 2 ˘N .�/. Finally,
for every .x1; : : : ; xN / 2 R2N , we have

c
�x1
2
; : : : ;

xN
2

�
>

X
16k<l6N

`

�
jxk � xl j

2

�
>

X
16k<l6N

`

�
jxkj C jxl j

2

�
>

X
16k<l6N

minf`.jxkj/; `.jxl j/g

>
X

16k<l6N

`.jxkj/C `.jxl j/

D .N � 1/eh.x1; : : : ; xN /;
Therefore, by defining h.x1; : : : ; xN / WD .N � 1/eh.2x1; : : : ; 2xN /, we can apply
Lemma 2 and conclude that the objective is lower semi-continuous, thus yielding
the existence of an optimal solution to (Coul2D). �

Remark 9. A rather important by-product of Lemma 2 is that the integral at (Coul2D)
is actually well-defined. Indeed, because c2 has no definite sign, one ought to be
careful about the legitimacy of the cost integral C.P/ for a given P 2 ˘N .�/.

Let us give an alternative proof of Theorem 1, which, truth be told, in nothing
but a rephrasing of the preceding arguments, but in such a manner that it sheds
light on the peculiarity of the logarithmic cost. In fact, another way to look at the
misfortune of the Coulomb potential in two-dimension of space is that, compared
to higher dimensions, its Fourier transform is not a positive distribution over the all
space (i.e. jrj�2 is not locally integrable at its singularity), but only on R2 n f0g.

Alternative proof of Theorem 1. We want to prove that the functional C is weakly
lower semi-continuous over ˘N .�/. To a certain extent, we will use the old strat-
egy proposed by Onsager [70], which consists in replacing the punctual particles
x1; : : : ; xN by disks Dr of radius r > 0 and subtracting a positively charged back-
ground of mass N jDr j, in such a way that we can wisely use the positivity of
the distribution 3� log j � j away from the origin. We will then recover the original
problem by letting r !1.

Consider �r WD jDr j�11Dr where Dr � R2 is a small disk of radius r > 0.
We have � log j � j � �r.r/ 6 � log jrj for every r: indeed, we have equality by
harmonicity for jrj 6 r , and when jrj > r , we have

� log j � j � �r.r/ D � log.r/C
1

2

�
1 �
jrj2

r2

�
6 � log jrj;

where the inequality follows from the fact that 1� 1
t
6 log.t/ for all t > 0. Taking

the convolution with �r once again, it holds that � log j � j � �r � �r 6 � log j � j.
Note that it also follows that � log j � j � �r � �r 6 � log j � j � �s � �s when
r 6 s, which we will allow us to recover the true cost functional by monotonic
convergence. We then define the regularized cost cr as

cr.x1; : : : ; xN / WD
X

16k<l6N

� log j � j � �r � �r.xk � xl/;
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which verifies cr 6 c according to what precedes, and we write Cr the associated
cost functional. For two functions f and g, physically representing two charge
distributions, we denote by D.f; g/ their Coulomb (or electrostatic) interaction
energy, that is

D.f; g/ WD �

“
R2�R2

log jx � yjf .x/g.y/dxdy:

When f verifies hypothesis (H1) and
´
R2 f .x/dx D 0, we can in all legitimacy

use Plancherel theorem to write

D.f; f / D cf

ˆ
R2

jbf .k/j2
jkj2

dk > 0;

where cf > 0 is a constant depending on the definition used for the Fourier trans-
form. Now, defining �ext WD N�r the charged background which we astutely
subtract, we write

cr.x1; : : : ; xN / D �
1

2

X
16k;l6N

� log j � j � �r � �r.xk � xl/ �
ND.�r ; �r/

2

C

NX
iD1

log j � j � �r � �ext.xi / �
NX
iD1

log j � j � �r � �ext.xi /

D c0r.x1; : : : ; xN / �
NX
iD1

log j � j � �r � �ext.xi /

�
ND.�r ; �r/

2
�
D.�ext;D.�ext/

2
;

where we have defined the cost c0r as

c0r.x1; : : : ; xN / D
1

2
D

 
NX
iD1

�r;xi � �ext;

NX
iD1

�r;xi � �ext

!

D cf

ˆ
R2

ˇ̌̌ b�r.k/PN
jD1 e

�ik�xj �b�ext.k/
ˇ̌̌2

jkj2
dk > 0

with �r;xi .x/ D �r.x � xi /, and where everything is well-defined because of the
astute choice of �ext. Therefore, we have

Cr.P/ D C0r.P/C
ˆ
R2
V.r/�.r/dr �

ND.�r ; �r/

2
�
D.�ext; �ext/

2
;

where V D � log j � j � .�ext � �r/. Note that V has at most a logarithmic
growth-rate at infinity, so that its integral against � is well-defined. Finally, C0r
is weakly lower semi-continuous since c0r is positive and continuous, and there-
fore Cr is also weakly lower semi-continuous. By monotone convergence, we have
supr>0 Cr.P/ D C.P/ for every P 2 ˘N .�/, so that C is lower semi-continuous
over ˘N .�/. �

Theorem 3. The minimum (Coul2D) is finite, i.e. C.�/ 2 .�1;C1/.
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Proof of Theorem 3. By Fubini theorem, we have

�

ˆ
jx�yj61

log jx � yj�.x/�.y/ D
ˆ

x2R2

�ˆ
y2B.0;1/

� log jyj�.xC y/
�
�.x/;

so that by hypothesis (H2), we can use Hölder’s inequality both for the inner and
outer integrals, yielding

�

ˆ
jx�yj61

log jx � yj�.x/�.y/ 6 k�kL1.R2/k�kLq.R2/k log j � jkLq0 .B.0;1//

where q0 is the conjugate exponent of q. Therefore, one has

C..�=N /˝N / 6
N.N � 1/

2
k�kL1.R2/k�kLq.R2/k log j � jkLq0 .B.0;1//;

yielding that C.�/ <1. Now, given any P 2 ˘N .�/, we have

�

ˆ
R2N

log jxk � xl jdP.x1; : : : ; xN / > �
2

N

ˆ
R2
j log.2jrj/j�.r/dr;

so that, by using hypothesis (H2) to control the integral at the origin and hypothesis
(H1) to control the integral at infinity, we obtain a uniform lower bound to C.P/
for every P 2 ˘N .�/, thus proving that C.�/ > �1. �

Given an optimal transport plan P 2 ˘N .�/, we now turn our attention towards
the structure of its support supp.P/. Because of the repulsive nature of the Coulomb
cost, we intuitively expect that the particles x1; : : : ; xN cannot get infinitely close
to each others, that is, mathematically, that there must exist some ˛ WD ˛.�/ > 0

such that supp.P/ � R2N n �˛, where for any r > 0, we have defined the r-
diagonal �r as

�r WD
n
.x1; : : : ; xN / 2 R2N W 9k ¤ l s.t. jxk � xl j 6 r

o
:

Remark 10. For the Coulomb cost in dimension d D 3, this statement was first
proved in a slightly weaker form in [27], and later strengthened and generalized to
a broader class of costs, among which the Riesz-type costs, in [13]. It is claimed
without proof in [37] that this result also applies for the logarithmic cost. In what
follows, we provide the details of this argument on every compact set. This is
altogether a sufficient statement when considering compactly supported densities
(see Remark 11).

For any ˛ > 0, because � 2 L1.R2/, one can find a threshold ˇ�.˛/ > 0 such
that supx2R2

´
B.x;ˇ�.˛// �.r/dr < ˛. We will need the following simple lemma:

Lemma 4 ([13]). Let ˇ WD ˇ�
�
.N � 1/�2

�
. Given P 2 ˘N .�/ and x1 D

.x11 ; : : : ; x
N
1 / 2 R2N , there exist x2; : : : ; xN 2 R2N such that, whenever i ¤ j

and k ¤ l , we have

ˇ < jxik � x
j

l
j; 8k; l; i; j D 1; : : : ; N:

Proof of Lemma 4. Let us denote by R2.N�1/ ˝˛ A the Cartesian product on N
factors the ˛-th of which is A while all the others are copies of R2. We have that

P
�
R2.N�1/ ˝˛ B.xik; ˇ/

�
<

1

N.N � 1/2
;
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for all ˛; k; i . Then, for any j D 2; : : : ; N , we trivially have that

P

0@j�1[
kD1

N[
iD1

[
˛¤i

R2.N�1/ ˝˛ B.xik; ˇ/

1A < j � 1

N � 1
:

Since P is a probability measure, it holds that there exists xj such that

xj 2 supp.P/ n

0@j�1[
kD1

N[
iD1

[
˛¤i

R2.N�1/ ˝˛ B.xik; ˇ/

1A ;
and by construction the xj ’s verify the desired property. �

Theorem 5. Given any compact set K � R2N , there exists ˛ WD ˛.�;K/ > 0

such that, for every minimizer P to (Coul2D), one has supp.P/ \K � R2N n�˛.

Proof of Theorem 5. Let P be an optimal solution to (Coul2D). Without loss of
generality, we place ourselves on the closed ball BR WD B.0;R/ � R2N with
R > 0, and denote suppR.P/ D supp.P/ \ BR. Suppose there exists some x1 2
�0 \ suppR.P/, and choose x2; : : : ; xN 2 supp.P / as in the above lemma. In
what follows, given x D .x1; : : : ; xN / 2 R2N and r > 0, we denote Q.x; r/ the
Cartesian product B.x1; r/ � � � � � B.xN ; r/. Let us then define Pk D PjQ.xk ;r/
for every k D 1; : : : ; N where we fix some radius r > 0. Because the points
x1; : : : ; xN belong to the support of P, it is possible to find �1; : : : ; �N 2 .0; 1�
such that

�1jP1j D � � � D �N jPN j:
We then decompose P as P D �1P1C� � �C�NPN CPR where PR is a remainder.
The cost of P is bounded below by

C.P/ > C.PR/ �
NX
iD1

NX
kD1

X
k<l6N

log
�
jxki � x

l
i j C 2r

�
�i jPi j: (1)

For every k D 1; : : : ; N , let us denote �1
k
; : : : ; �N

k
the marginals of �kPk , and by

defining ePk D �
k.modN/
1 � � � � � �

kCN�1.modN/
N for every k D 1; : : : ; N . Let us

then defineeP WDeP1C � � �CePN CPR. Given any Borel set A � R2, and for every
˛ D 1; : : : ; N , we have

eP �R2.N�1/ ˝˛ A� D NX
kD1

�k˛ .A/C PR
�
R2.N�1/ ˝˛ A

�
;

and because �k˛ .A/ D �kPk.R2.N�1/ ˝˛ A/, it follows that eP has the same
marginals as P, that is eP 2 ˘N .�/. Moreover jfPkj D �kjPkj for every i D
1; : : : ; N . We therefore have the upper bound

C.eP/ 6 C.PR/ �
X
iD1

NX
kD1

X
k<l6N

log
�
jxkkCi�1.modN/ � x

l
lCi�1.modN/j � 2r

�
�i jPi j:

(2)

We want to select r > 0 such that C.eP/ < C.P/. But from the fact that x1 2 �0, it
holds that the RHS of (1) diverges to �1 as r ! 0, when the RHS of (2) remains
bounded, so that such a r exists, contradicting the minimality of P. Therefore �0
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does not intersect suppR.P/, which means that, by compactness, the two sets are
separated by a positive distance. �

Remark 11. Suppose that � is compactly supported, and let ı WD diam.supp.�// <
1. Looking closely at the above proof, it is easy to see that for any optimal solution
P and any r < ˛.�/, we have �r \ supp.P/ D ;, where

˛.�/ WD log�1
�
N 2.N � 1/

2
.log .ˇ/ � log.ı//C log.ı/

�
:

Remark 12. It later came to our attention that in [21], it is proved for a wide variety
of repulsive costs, among which the logarithmic cost, the stronger statement that
the support of any optimal transport plan is supported away from the diagonals,
without supposing, as we did in the preceding remark, the compactness of the
support of the targeted marginals.

2.2. Duality theory. We now prove that a strong duality result holds for our prob-
lem, that is C.�/ D D.�/, with

D.�/ D sup
'2˚c2 .�/

ˆ
R2
'.r/d�.r/;

Recall that the misfortune of the logarithmic cost arises from both the singulari-
ties that it carries on its diagonals and the fact that it is not bounded from below.
Indeed, if we could disregard the singularities, strong duality would immediately
follows from the very general results presented in [46], and because of the non-
boundedness at infinity, the result established at Theorem 5, which allows us to
work away from the diagonals, is unfortunately not strong enough since it only
works when we restrict our attention on compact sets.

In order to prove that strong duality holds, we will work with the truncated
potential c2;˛.r/ WD minfc2.r/;� log.˛/g and the corresponding cost c2;˛, that is

c2;˛.x1; : : : ; xN / D
X

16k<l6N

c2;d .xk � xl/;

and we will use some limiting arguments as ˛ ! 0. We will write C˛.P/ and
C˛.�/ the (self-explanatory) associated functionals. With this cost, the results in
[46] apply, so that

C˛.�/ D D˛.�/ D sup
'2˚c2;˛ .�/

ˆ
R2
'.r/d�.r/

In what follows, we will work on the set � 2 R, where R D L1.log.2C jrj/dr/,
that is exactly the set of � verifying hypothesis (H1). The weak topology on R is
defined as follows : we say that a sequence f�ngn in R converge weakly to � 2 R,
which we write �n * �, ifˆ

R2
�n.r/'.r/dr ����!

n!1

ˆ
R2
�.r/'.r/dr; 8' 2 R0;

where R0 denotes the topological dual of R (i.e. those functions ' 2 L1loc.R
2/ such

that '.r/= log.2C jrj/ 2 L1.R2/). Then, from the monotonicity of the integral,
we see that we can restrict our attention to Kantorovich potentials for the problem
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D˛ which belong to the dual R0, so that

D˛.�/ DW sup
'2R0

�ˆ
R2
'.r/d�.r/ W '.x1/C � � � C '.xN / 6 c˛.x1; : : : ; xN /

�
:

As mentioned earlier, strong duality was proved for the logarithmic cost in [36].
We do not follow their proof, and instead we present our own take on the problem,
which we believe to be simpler.

Lemma 6. For every ˛ > 0, the functional C˛ is weakly lower semi-continuous
over R.

Proof of Lemma 6. By duality, it holds that C˛.�/ D D˛.�/ for every � 2 R.
Considering a sequence f�ngn in R such that �n * � 2 R, we have

lim inf
n!1

D˛.�n/ D lim inf
n!1

sup
'2R0W'6c˛

ˆ
R2
�n.r/'.r/dr

> sup
'2R0W'6c˛

lim inf
n!1

ˆ
R2
�n.r/'.r/dr

D sup
'2R0W'6c˛

ˆ
R2
�.r/'.r/dr

D D˛.�/;

where we have used the self-explanatory shorthand notation ' 6 c˛. �

Lemma 7. For every � 2 R, we have sup˛>0 C˛.�/ D C.�/.

Proof of Lemma 7. For every ˛ > 0, let P˛ be a minimizer for C˛.�/. The se-
quence fP˛g˛ being tight, there exists a converging subsequence for the weak-?
topology, which we do not relabel for simplicity, P˛ * P 2 ˘N .�/ as ˛ ! 0.
Given ˇ > ˛, we have C˛.�/ > Cˇ .P˛/: Because Cˇ is lower semi-continuous
for the weak-? topology (by the argument as Theorem 1), it holds that

lim inf
˛!0

C˛.�/ > Cˇ .P/:

Letting ˇ ! 0, by monotonic convergence we have that Cˇ .P/ ! C.P/, so that
lim inf˛!0 C˛.�/ > C.P/, yielding the desired result.

�

Theorem 8. Strong duality holds, i.e. C.�/ D D.�/, for every � 2 R.

Proof of Theorem 8. Let us consider the functional � 2 R 7! C.�/. As a point-
wise infimum of linear functionals, it holds that C is convex. Moreover, from
Lemma 6 and Lemma 7, we have that C is weakly lower semi-continuous. Fur-
thermore, since R \Lq ¤ ;, it holds by Theorem 3 that C is not identicallyC1.
Therefore C is a so-called regular convex function, and by Fenchel’s theorem [92,
Theorem 5.17], it holds that

C.�/ D .C �/�.�/ D sup
'2R

�ˆ
R2
�.r/'.r/dr � C �.'/

�
;

where the star � denotes the Legendre transform. It is then straightforward to check
that C � is the convex indicator of the f' 6 cg, so that C.�/ 6 D.�/, and recall
that the converse inequality trivially holds. �
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Remark 13. It later came to our attention that one can prove the weak lower-
semicontinuity of � 7! C.�/ over R with a much more shorter argument. In-
deed, let us take �n * � 2 R, and let n0 ! 1 be a subsequence such that
lim infC.�n/ D limC.�n0/. We can extract from n0 a subsequence n00 such that
the minimizers Pn00 to C.�n00/ weakly converge to P 2 ˘N .�/. Then, one has

lim inf
n!1

C.�n/ D lim
n00!1

C.Pn00/ > lim inf
n00!1

C.Pn00/ > C.P/ > C.�/:

3. COULOMB GASES

In this section, we present some physical applications to motivate the importance
of optimal transport in physics, especially from a multi-marginal point-of-view. In
the first subsection, we look at the regime N ! 1, that this where we let the
number of particles in the physical system becomes very large and formally grows
to infinity. This regime is evidently of paramount interest in statistical mechanics,
in the so-called thermodynamic limit [43, 83], where the macroscopic properties of
a system of particles can be recovered since most thermal fluctuations arising from
the stochastic nature of the microscopic modelization are erased in the limit. We
formally present two basic models, namely jellium and the uniform electron gas,
state some of their fundamental properties, and eventually discuss their equivalence
to the first leading order. In the second subsection, we give a short introduction
to density-functional theory, both from a quantum and classical perspective, and
show how some problems arising in this field can be formulated through the scope
of (M)OT.

3.1. The regimeN !1. Jellium [59, 101] (also referred to as the one-component
plasma (OCP)) is one of the most fundamental models in condensed matter physics.
It has been used in a variety of physical applications, among which density-functional
theory (DFT), where it serves as the fundamental building block of the so-called
local density approximation (LDA) (see below). More generically, it is used as a
rather crude model of delocalized electrons in metals and semiconductors, where
it can qualitatively reproduce features of true materials (e.g. plasmons, crystal-
lization etc.). Despite its apparent simplicity, the jellium model remains an open,
challenging problem, especially from a mathematical perspective. For instance,
jellium is often presumed to be equivalent to another model, namely the uniform
electron gas (UEG) which arises as a multi-marginal optimal transport problem,
but it was only very recently that a rigorous proof of this statement was given in
the mathematical literature, first in [24] with a rather long and technical proof, and
subsequently in [54] using a much shorter argument. This argument relies upon
building an astute trial state for the optimal transport problem by modifying the
floating Wigner crystal in such a way that its boundary is melted to a thin layer of
incompressible fluid. The rationale remains valid in any dimension except in the
two-dimensional case. It what follows, we introduce both models from a classical
perspective, that is, without the kinetic energy.

3.1.1. Classical jellium. Consider N electrons with positions x1; : : : ; xN in Rd
interacting with each other through the Coulomb potential cd . The main idea of
the jellium model is to get rid of the complications associated with the structure of
the host material in which the delocalized electrons roam by replacing the actual
structure of the background (e.g. the atomic lattice) by a homogeneous jelly-like
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continuum �N � Rd of positive charge. By scaling, we may assume that the
density of the background is normalized, i.e. � D 1. We furthermore require that
the overall system be neutral, that is j�N j D N . The jellium energy is then defined
as

Ejel.�N I x1; : : : ; xN / WD
X

16i<j6N

cd .xi � xj / �
NX
iD1

ˆ
�N

cd .xi � y/dy

C
1

2

“
�N��N

cd .y � z/dydz: (3)

The first term represents the particle-particle interaction energy, while the second
accounts for the interaction energy between the background and the particles, and
finally the third term is the background self-energy. We may then minimize this
energy with respect to the positions xi ’s. Note that it does not matter whether or not
we constrain the particles to stay inside the background�N , for after minimization
they will always end up there. This is because the energy is harmonic with respect
to each xi on �N n fx1; : : : ; exi ; : : : ; xN g. The jellium ground-state ejel is then
defined as

ejel WD lim
�N%Rd

min
x1;:::;xN

Ejel.�N I x1; : : : ; xN /
N

:

Under some natural conditions of the boundary of �N (i.e. it must be regular
enough in the sense that its area is negligible compared to j�N j), the limit can be
proved to exist and to be independent of the shape of the background [59]. For
instance, we may think of �N D N 1=d� with � a fixed open convex set of unit
volume. It is a famous conjecture, the so-called crystallization conjecture, that
we shall expect the electrons to crystallize on a lattice whose geometry depends
on the dimension d . For instance, in dimension three, it is conjectured that the
electrons should crystallize on a bcc lattice [100, 101], though the longed-for proof
of this statement is still currently missing. If this were proved to hold, we would
have ejel D �bcc.1/ where �bcc.s/ is the Epstein zeta function of the bcc lattice
[10, 20]. In dimension two, it is proved in [86] that if crystallization occurs, then
the particles must form a hexagonal lattice. In dimension one, the conjecture has
been fully answered in [48], where it is proved that at zero temperature the particles
form a lattice of unit step, or, for that matters, of step 1=� when the density is
not normalized, and at positive temperature, it is proved that the particle density
is periodic. Note that this result has also been extended to the quantum case in
[11]. The crystallization conjecture has also been answered in dimension eight and
twenty-four in [19, 75]. We refer the reader to the furnished review proposed in
[10] for further discussions on the crystallization conjecture.

3.1.2. Uniform Electron Gas. The uniform electron gas was rigorously defined in
[53, 55] and is obtained by assuming that the density of the electrons is exactly
constant over a large domain �N which grows such as to cover the whole space.
That is, contrary to the jellium model, the compensating background which con-
strains the particles to remain bounded together is formally replaced by a constraint
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on their electronic density. The indirect Coulomb energy of a given density � is de-
fined as

Eind.�/ WD inf
P2P.RdN /;
�PD�

8<:E.x1;:::;xN /�P
24 X
16k<l6N

cd .xk � xl/

359=;
�
1

2

“
Rd�Rd

cd .y � z/�.y/�.z/dydz;

that is, the total Coulomb energy as previously defined to which we have sub-
tracted the classical interaction energy of the density �, so that we only care for the
remaining quantum energy arising from the exchange and correlation effects.The
ground-state energy per unit volume eUEG is then defined as

eUEG WD lim
�N%Rd

Eind.1�N /

j�N j
:

It is proved in [53] that under the same technical hypotheses on the domain �N
as for the jellium model, this limit exists and is independent of the shape of �N .
In fact, one can recover the value eUEG as it arises as a limit of slowly varying
densities. Indeed, it is proved in the three-dimensional case in [53] that given any
fixed density � with

´
R3 �.r/dr D 1, one has

lim
N!1

Eind.�.�=N
1=3//

N
D eUEG

ˆ
R3
�.r/4=3dr:

The interpretation is the following: if we think of splitting the space R3 using a
tiling made of cubes of side length 1 � ` � N 1=3, we see that �.�=N 1=3/ is
essentially constant in each of these cubes. The local energy in each cube can
therefore be replaced by eUEG.�k/

4=3 where �k is the average value of � over the
k-th cube. However, the total energy is evidently not local and there are interactions
between the different cubes, so that proving this limit therefore demands to show
that these interaction energies do not appear at the leading order.

For any N -particle probability measure P such that �P D 1�N ,we have

ˆ
RdN

X
16k<l6N

cd .xk � xl/dP.x1; : : : ; xN / �
1

2

“
�N��N

cd .y � z/dydz

D

ˆ
RdN

Ejel.�N I x1; : : : ; xN /dP.x1; : : : ; xN /

> min
x1;:::;xN

Ejel.�N I x1; : : : ; xN /;

so that after optimizing over all the probability measures P having the right one-
particle density and passing to the thermodynamic limit N ! 1, it holds that
eUEG > ejel.

The classical UEG has been the object of many recent numerical works, based
on methods from OT [39, 88, 89, 90, 91]. Note that the classical UEG has also been
used to get numerical bounds on the best constant in the Lieb-Oxford inequality
[52, 57, 60, 61, 68, 81].
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3.1.3. Floating Wigner Crystal. Let us now describe the idea behind floating Wigner
crystal in three-dimension of space, and why it fails to be a good trial state for the
UEG. First, suppose for the moment that we have a proof that the jellium is crys-
tallized in a bcc lattice, so that ejel D �bcc.1/. To prove that eUEG 6 �bcc.1/, an
intuitive strategy would be to average the positions of the particles in the bcc lat-
tice by translating this lattice over some given volume. Formally, let L be the bcc
lattice, with Wigner-Seitz unit cell Q centered at 0, such that jQj D 1 [80]. We
place the particles on the intersection of the lattice L with a large cube C so that
L \ C D fx1; : : : ; xN g are the corresponding locii of the particles. We then take

�N D

N[
iD1

.QC xi /

the union of the cells centered at the particles. The floating Wigner crystal [9,
30, 66] is then obtained by taking the Dirac distribution of the N particles, then
translating by an amount q 2 Q and integrating over the unit cell Q, which leads
to the N -particle probability

eP D ˆ
Q

ıx1Cq ˝ � � � ˝ ıxNCqdq;

where one evidently has �QP D 1�N . The indirect energy of this state is given by

1

2N

X
16k<l6N

1

jxk � xl j
�

1

2N

“
�N��N

dxdy
jx � yj

;

and in [52], it has been proved to converge to

�bcc.1/C
2�

3

ˆ
Q

jxj2dx:

As one remarks, a positive shift appears in the thermodynamic limit. Indeed, the
difference 1�N�q � 1�N describes a monopole layer in a neighborhood of the
surface that produces an electric potential felt by all the particles in the system.
That is, moving the particles away from the center of the unit cells is not at all
energetically favorable, since this creates a large excess of negative charges on one
side and a corresponding excess of background charge on the opposite side, giving
rise to the positive shift which survives in the thermodynamic limit (see Fig. 1).

To avoid the positive shift, the idea proposed in [54] is to immerse the crystal in
a thin layer of incompressible fluid of unit density. That is, we choose a large cubic
container C such that�N CQ � C , such that the volume of the fluid jC n�N j D
M is an integer. We will furthermore demand thatM be negligible compared toN ,
so that the fluid layer around the floating crystal will have a vanishing energy per
unit volume in the thermodynamic limit. We consider the new trial state composed
of the N particle on the floating crystal, translated as before by q 2 Q, together
with the M other particles forming a fluid around the crystal, that is

P D
ˆ
Q

ıx1Cq ˝ � � � ˝ ıxNCq ˝

�
1Cn.�NCq/

M

�˝M
dq:
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FIGURE 1. A two-dimensional picture of the jellium model from
[56]. The blue dots represent the electrons, which are placed on a
finite subset of a lattice L. The red-colored set is the union of the
corresponding unit cellsQ and it represents a uniform background
charge distribution of opposite charge. The indirect energy of the
floating Wigner crystal is obtained after integrating the position of
the lattice over the unit cell Q. When the lattice is not centered,
this results in an excess of point charges on one side and an ex-
cess of background charge on the other side, indicated by the two
rectangles.

The density of this trial state is given by �P D 1C C 1�N � 1Q � 1�N . Straight-
forward algebraic computations yields thatˆ

R3.NCM/

X
16k<l6NCM

1

jxk � xl j
dP.x1; : : : ; xN / D

X
16k<l6N

1

jxk � xl j
�

NX
iD1

ˆ
�N

dy
jxi � yj

CD.1�N /

CD.1C /C 2D.1C ;1�N � 1�N � 1Q/

�
1

M

ˆ
Q

D.1Cn.�NCq//dq;

where we have used the shorthand notationD.f / WD D.f; f /whereD the Coulomb
interaction energy as defined in the previous section. The first line corresponds to
the jellium energy Ejel.�N I x1; : : : ; xN / of the crystal, while the second corre-
sponds to the quantityD.�P/�D.1�N �1�N �1Q/, as can be readily seen from
the bilinearity of the functional D. Therefore, the indirect energy of this new trial
state rewrites as

Ejel.�N I x1; : : : ; xN / �D.1�N � 1�N � 1Q/ �
1

M

ˆ
Q

D.1Cn.�NCq//dq:

Using the fact that the inequality D.f / > 0 holds in dimension three of space, it
follows that

Eind.�P/ 6 Ejel.�N I x1; : : : ; xN /
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FIGURE 2. A two-dimensional picture of the modified floating
crystal from [54] (where ˝N is our �N ). The blue dots repre-
sents the electrons centered in the unit cells Q. When the whole
crystal block�N get displaced by an amount q 2 Q, the fluid gets
displaced to fill the remaining space C n .�N C q/.

The density �P is equal to 1 inside �N , at a distance at least equal to the diameter
of the unit cell Q from the boundary of �N , and equal to 0 outside of C . Finally,
it varies between 0 and 2 in the intermediate region. Using the fact that M is neg-
ligible compared to N , we make use of the relaxed formulation in [53] to conclude
that

lim
N!1

Eind.�P/

N
D eUEG;

eventually yielding that eUEG 6 �bcc.1/ as claimed.
As it should now start to become apparent, the major difficulty encountered

when trying to construct a good trial state for the UEG is mainly due to the bound-
ary, namely to the fact that we work with a finite piece of material in the physical
space Rd . If one were to work on the torus, as is often done in practical calcula-
tions, these difficulties disappear. This is the rationale used in [54], where a third
model is introduced, namely the periodic jellium, which is formally obtained when
we repeat periodically a jellium configuration in the whole space and compute
its energy per unit volume eper. Then, using an argument based on the modified
floating Wigner crystal as introduced above, the authors were able to prove that
eUEG 6 eper. The equivalence follows from the fact that eper D ejel [24].

3.2. Applications to DFT. Density-functional theory (DFT) [12, 29, 31, 71, 79] is
one of the most widely used methods to conduct computations in condensed matter
physics and quantum chemistry, for instance to give reasonably accurate quantita-
tive and qualitative descriptions of the electronic structure of atoms, molecules,
crystals and surfaces. Being able to carry out those computations in a realistic
time-frame stands out as a key issue in a wide range of scientific industries, ad-
vocating for the overall importance of the field. DFT dates back to the seminal
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work of Hohenberg and Kohn [44], and was later rigorously formalized from a
mathematical point-of-view by Levy [50] and Lieb [58]. It entirely relies on the
fundamental property that the ground-state energy E0 of a many-electron quantum
system can be obtained by minimizing some functional of the electronic density
�. In what follows, let us give a self-contained primer on quantum DFT. We in-
troduce the Kohn-Sham approach (KS-DFT) and the Strictly Correlated Electrons
approach (SCE-DFT), and show that the latter is explicitly formulated as an MOT
problem. We then discuss the importance of the UEG model in DFT by introduc-
ing the so-called Local Density Approximation (LDA). Finally, we give a rough
introduction to classical DFT, where (M)OT plays a central role.

3.2.1. A primer on quantum DFT. For simplicity, let us only considerN electrons
of dimension d together with some time-independent external potential V , with
interaction potential given by the Coulomb potential cd , and let us just remark that
DFT applies to a wide range of other quantum particles and interaction potentials.
Recall that the resulting quantum system is completely described by the operator
HV
N , the so-called Hamiltonian, defined as

HV
N D

NX
iD1

�
�
„2

2
�xi C V.xi /

�
C

X
16k<l6N

cd .xk � xl/;

where �xi denotes the Laplacian with respect to the variable xi , and where „ is
the famous Planck’s constant accounting for the quantization of the classical en-
ergy. Note that we neglect the spin variable for convenience. Let us denote by
Q.HV

N / the form domain of the operator HV
N (see [82, Section VIII.6]), which is

a subspace of the Hilbert space L2.RdN / or, to be more precise, of the subspace
L2a .RdN / WD

VN
iD1L

2.Rd / of antisymmetric wave functions, since the electrons
are fermionic particles as they obey Pauli exclusion principle. Of paramount in-
terest is the problem of identifying (if any) the ground-state energy of the system,
that is the quantity

E0 WD inf
	2Q.HV

N /

k	k
L2.RdN /D1

h	;HV
N	 i;

where the quantity h	;HV
N	 i is understood in the sense of quadratic forms. Solv-

ing this problem analytically is virtually infeasible, at the exception of very pe-
culiar system (e.g. Hydrogen atom, harmonic oscillator etc.), and straightforward
numerical schemes are usually impractical because of the high dimensionality of
the problem. The main idea of DFT is then to replace the minimization over the
wave function 	 by a two-step minimization where we first minimize over the
density � and then over all the wave functions having that prescribed density, that
is

inf
	
.� � �/ D inf

�
inf
	

�	D�

.� � �/ :

We are then required to identify the set ofN -representable electronic densities, that
is those functions which arise as electronic densities of admissible quantum states,
which according to [58], reduces to the set of positive function � 2 L1.Rd / of
total mass

´
Rd �.r/dr D N such that

p
� 2 H 1.Rd /. Therefore, the minimization
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problem rewrites as

E0 D inf
p
�2H1.Rd /´

Rd �.r/drDN

�
FLL.�/C

ˆ
Rd
V.r/�.r/dr

�
:

where the functional FLL, the so-called Levy-Lieb functional, is defined as

FLL.�/ D inf
	2L2a .RdN /
k	k

L2.RdN /D1
�	D�

(
„2

2

NX
iD1

ˆ
RdN
jrxi	.x1; : : : ; xN /j

2dx1 : : : dxN

C

X
16k<l6N

ˆ
RdN

cd .xk � xl/j	.x1; : : : ; xN /j2dx1 : : : dxN

)
:

This quantity corresponds to the lowest possible (kinetic plus electron-electron in-
teraction) energy of a quantum system having the prescribed density �. Note that
it is proved in [58] that this infimum is attained.

This universal functional is the central object of DFT, since knowing it would
allow one to compute the ground-state energy of a system with any external poten-
tial V . Nevertheless, very little is known about this functional, so that in practice,
one needs to use approximations. The very core of practical DFT lies within the
ability to provide approximations as accurate and efficient as possible.

3.2.2. Kohn-Sham approach. One famous route is the one proposed by Kohn and
Sham [47], based on the assumption that there exists a reference non-interacting
system of fermions which has exactly the same ground-state density as the one
from the initial, physical system. This roughly amounts to purporting that the
kinetic energy largely dominates electron-electron interactions. Formally, we take
N orthonormal functions ˚ D .'1; : : : ; 'N / describing N fictitious uncorrelated
electrons to build the desired density through the formula

�˚ .r/ WD
NX
iD1

j'i .r/j2 D �	

where 	 is a Slater determinant, that is

	.x1; : : : ; xN / D detŒ.'i .xj //i;j �=
p
NŠ:

For a density � with
´
Rd �.r/dr D N , we introduce the lowest kinetic energy of

Slater determinants

TS .�/ WD inf
'1;:::;'N2H

1.Rd /
h'i ;'j iDıij
�˚D�

„2

2

NX
iD1

ˆ
Rd
jr'i .x1; : : : ; xN /j2dx1 : : : dxN :
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We then add and subtract TS from FLL, which allows us to rewrite the N -particle
ground-state as

E0 D inf
'1;:::;'N2H

1.Rd /
h'i ;'j iDıij

(
„2

2

NX
iD1

ˆ
Rd
jr'i .x1; : : : ; xN /j2dx1 : : : dxN

C

ˆ
Rd
V.r/�˚ .r/drC

1

2

“
Rd�Rd

cd .x � y/�˚ .x/�˚ .y/dxdyCExc.�˚ /

)
;

where Exc, the so-called exchange-correlation energy, is exactly defined as the
difference

Exc.�/ WD FLL.�/ � TS .�/ �
1

2

“
Rd�Rd

cd .x � y/�˚ .x/�˚ .y/dxdy;

that isExc has no explicit definition other than being the remaining quantity needed
to recover the Levy-Lieb functional, and it is thus an interesting question to find a
way to study Exc directly, without interpreting it as a difference.

3.2.3. Strictly Correlated Electrons DFT. In the case where the system displays
strong correlation, another route to follow is the so-called Strictly Correlated Elec-
trons approach (SCE-DFT), first proposed in [91], which stands as the exact coun-
terpart of KS-DFT: the reference system is purported to have infinite electronic
correlation and zero kinetic energy. The roughly amounts to first minimizing the
electron-electron interaction and then correct with the remaining energy, that is we
write

FLL.�/ D inf
	2L2a .RdN /
k	k

L2.RdN /D1
�	D�

8<:ˆRdN X
16k<l6N

cd .xk � xl/dj	.x1; : : : ; xN /j2

9=;
CEkd .�/

where Ekd is the kinetic-decorrelation energy, accounting for the remaining en-
ergy. Let us mention that SCE-DFT is an exact theory at the semi-classical limit,
as proved when N D 2 in [22], when N D 3 in [8], and eventually generalized to
the cases N > 4 in [23, 51]. As it should now become apparent, we remark that
SCE-DFT exactly consists in solving a MOT problem with transport cost associ-
ated with the pairwise interaction potential (here with the Coulomb potential).

3.2.4. Local density approximation. The universal functional FLL defined in the
previous section allow in principle to describe any quantum system of electrons,
though, as noticed before, this functional is of course not known exactly, so that
one must find reliable and efficient approximations. The most widely used of these
approximations is the so-called the Local Density Approximation (LDA) [29, 44,
47, 63, 71, 73] . The LDA is often considered as “the mother of all approximations”
[74] and it yields surprisingly good results, even in cases where the density is not at
all slowly varying [63, 71]. Its successors involving gradient corrections are even
better and have become the standard in DFT calculations. In what follows, we
present LDA in three dimension of space.

The functional FLL is not local at all, since two electrons at different locii are
always entangled and, furthermore, the Coulomb potential has a very long range
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FIGURE 3. From [56]. The Levy-Lieb energy (with the classical
Coulomb energy subtracted) is replaced by the sum of the energies
per unit volume of an infinite uniform gas with the local density
�.r0/, times the volume dr.

so that electrons interact even when they are far apart. In the LDA, one makes
the assumption that the only non-local part is the classical Coulomb energy of the
density � and one approximates the rest of the energy by a local function of �, that
is, the integral of a function f depending only on the value �.r/ at r:

FLL.�/ �
1

2

“
R3�R3

�.x/�.y/
jx � yj

dxdyC
ˆ
R3
f .�.r//dr:

The function f is usually taken to be the UEG itself, so that the approximation
becomes exact when � is constant over a very large domain. The idea behind the
LDA is depicted at Fig. 3. After subtraction of the classical Coulomb energy of �,
one splits the space into small boxes of volume dr and assumes that the remaining
energy is the sum of the local energies in each box. In each little box, one replaces
the density by a constant. One does not use the energy of the constant function in
the small box, but rather the energy per unit volume of an infinite system having
the corresponding uniform density, multiplied by the volume dr of the small box.

The LDA was first justified rigorously in [55], where it is proved that there exists
some constant C > 0 such that for every density � (verifying some integrability
hypotheses) and for every " > 0, we haveˇ̌̌̌
FLL.�/ �

1

2

“
R3�R3

�.x/�.y/
jx � yj

dxdy �
ˆ
R3
eUEG.�.r//dr

ˇ̌̌̌
6 "
ˆ
R3
.�.r/C�.r/2/drC

C.1C "/

"

ˆ
R3
jr
p
�.r/j2drC

C

"15

ˆ
R3
jr
p
�.r/j4dr;

where FLL is the grand-canonical version of the Levy-Lieb functional (i.e. the
number of particles is not fixed), though it is expected that the exact same result
holds for the canonical functional as defined above.

3.2.5. Classical DFT. So far, we have introduced DFT from a quantum point-of-
view, and shown how methods from (M)OT were inherently present in the bigger
picture. Here, let us introduce the classical counterpart to DFT, which reads as
follows: « Given a density of particles � at some fixed finite temperature ˇ�1,
classical DFT is about finding the external potential V for which the equilibrium
measure of a system of particles has density � ».
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For an infinite translation-invariant gas, the density is constant over the whole
space, so that V need also be constant, with V D ��, where � is called the
chemical potential. In the usual method of statistical mechanics, the problem of
finding the chemical potential � which stems a given density � is the usual equiv-
alence of ensemble [83]. At small activity z D eˇ� � 1, the observables of the
system, including the density, can usually be expanded in terms of z, using the so-
called Mayer or cluster expansion as first proposed in [64]. Inverting the function
� D �.z/ D zC : : : provides expansions in terms of � (i.e. Virial expansion [69]),
as first proposed in [49] (see also [83, Chapter 4]).

The goal of classical DFT is to extend this rationale to inhomogeneous systems.
Most practical applications are for infinite systems (i.e.

´
Rd �.r/dr D 1), for in-

stance � can be equal to two different constants over two half space (and smooth
in the transition region) so as to describe the interface between two phases. Never-
theless, the theory is also important for finite systems (i.e.

´
Rd �.r/dr < 1). As

a matter of fact, understanding infinite systems often starts by looking at a finite
system and then taking the thermodynamic limit. For infinite systems it evidently
should not matter whether the problem is settled canonically or grand-canonically,
so that we usually work grand-canonically since the algebra is usually simpler.

Let us formally describe the model for finite systems. In the canonical case, as
already mentioned earlier in this note, we seek to solve the following equation

�.r/ D
e�ˇV.r/N

ZN .V /

ˆ
Rd.N�1/

e�ˇEN .r;x2;:::;xN /�ˇ
PN
iD2 V.xi /dx2 : : : dxN ;

where ZN .V / is the partition function that has already been defined above and
where EN is the N -particle energy, for instance

EN .x1; : : : ; xN / WD
X

16k<l6N

w.xk � xl/

where w is the pairwise interaction potential (e.g. w D cd ). As mentioned in the
introduction of this note, this is nothing else but the entropic regularization of the
MOT problem, with the transport cost defined byEN . In the grand-canonical case,
the equation reads

�.r/ D
e�ˇV.r/

Z.V /

 
e�ˇE1.r/

C

X
n>2

1

.n � 1/Š

ˆ
Rd.n�1/

e�ˇEn.r;x2;:::;xN /�ˇ
Pn
iD2 V.xi /dx2 : : : dxn

!
with the grand-canonical partition function

Z.V / WD 1C
X
n>1

1

nŠ

ˆ
Rdn

e�ˇEn.x1;x2;:::;xN /�ˇ
Pn
iD1 V.xi /dx1 : : : dxn

Remark 14. For simplicity, we have assumed that E0 D 0. Note that, in practice,
one often has that E1 D 0 and that En > �Bn for all n ¤ 2, where B > 0 is
a constant (i.e. the so-called H-stability, see [83]). Therefore, we readily get the
bounds

1C

ˆ
Rd
e�ˇV.r/dr 6 Z.V / 6 exp

�
eˇB
ˆ
Rd
e�ˇV.r/dr

�
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and

exp
�
�eˇB

ˆ
Rd
e�ˇV.r/dr

�
e�ˇV.r/ 6 �.r/

6 exp
�
�eˇB

ˆ
Rd
e�ˇV.r/dr

�
e�ˇV.r/eˇB :

We see that we should require the quantity
´
Rd e

�ˇV.r/dr to be finite. Moreover,
when � vanishes, we have V D C1, which is very intuitive from a physical point-
of-view. As such, it is often convenient to write e�ˇV D e�ˇU � and to work with
the variable U instead of V .

Besides the equations above, the sought-for potential V can be determined through
variational methods, as one can prove that it solves the maximization problem

sup
V

�
�ˇ�1 logZN .V / �

ˆ
Rd
�.r/V .r/dr

�
in the canonical case (as well as in the grand-canonical case, by replacing ZN .V /
by Z.V /). The uniqueness of V (modulo additive constants in the canonical case)
is usually called the Hohenberg-Kohn-Mermin theorem since the argument is sim-
ilar to the one for quantum systems [44, 65].

The existence and uniqueness of the potential V yielding the prescribed density
for finite systems is proved in the canonical case in [16] under certain hypotheses.
The grand-canonical case is more convoluted because the number of particles can
be arbitrarily large [15]. For infinite systems, we refer the reader to [45]. More
generally, we refer the reader to the references [3, 4, 32, 33, 41, 77, 93, 102, 103]
for further discussions on classical DFT.

Note that, for atomic gases, the interaction w is not known and should be de-
termined empirically. A problem of the same flavor as DFT, the so-called inverse
Henderson problem [35, 42], consists in finding V and w which provide a given
one-particle density � and pair density �.2/.

4. MOT WITH LOGARITHMIC COST AT FINITE TEMPERATURE .ˇ > 0/

In this section, we study the problem of computing the Coulomb energy of a sys-
tem of two-dimensionalN charged particles x1; : : : ; xN with prescribed electronic
density � at finite temperature, that is with entropic regularization (i.e. ˇ > 0),

Cˇ .�/ D inf
P2˘N .�/

8<:E.x1;:::;xN /�P
24� X

16k<l6N

log jxk � xl j

35
C ˇ�1Ent.Pj�˝N /

9=; : (Coul2DReg)

Let us formally derive a meaningful dual to our problem. As usual, we can make
the explicit constraint P 2 PN .�/ into an implicit constraint by adding the convex
indicator 1cvx

˘N .�/
to the objective (i.e. 1cvx

˘N .�/
.P/ D 0 if P 2 ˘N .�/ and C1

otherwise) and by taking the infimum over all probability measures P. But, by
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using the fact that

1
cvx
˘N .�/

.P/ D sup
'2Cb.R2/

(ˆ
R2
'.r/�.r/dr �

ˆ
R2N

 
NX
iD1

'.xi /

!
dP.x1; : : : ; xN /

)
;

we can formally swap the infimum and the supremum, and introduce

Dˇ .�/ D sup
'2Cb.R2/

�
Eˇ .'/C

ˆ
R2
'.r/�.r/dr

�
(dCoul2Dreg)

where we have defined as

Eˇ .'/ WD inf
P2P.R2N /

(ˆ
R2N

 
c.x1; : : : ; xN / �

NX
iD1

'.xi /

!
dP.x1; : : : ; xN /

C ˇ�1Ent.Pj�˝N /

)
:

It is then an easy application of Jensen’s inequality that we have the so-called Gibbs
variational principle, which says that

Eˇ .'/ D �ˇ
�1 log

�ˆ
R2N

e�ˇH�'.x1;:::;xN /d�˝N .x1; : : : ; xN /
�
;

where the infimum is attained for the Gibbs measure Pˇ;�' associated with the
Hamiltonian H�' and the reference measure �˝N , that is,

Pˇ;�' D Zˇ .�'/�1e�ˇH�'.x1;:::;xN /d�˝N .x1; : : : ; xN /:

Remark 15. By defining the functional Eˇ , we took the infimum over all probabil-
ity measures P 2 P.R2N /, while in the literature the infimum is usually taken over
all positive measures P 2MC.R2N /. Doing so, we certainly end up with a differ-
ent dual, but which has the advantage that the dual variable ' is only meaningful
up to an additive constant, just like a true physical potential.

Under the assumption that strong duality holds, that is Cˇ .�/ D Dˇ .�/, solving
(Coul2DReg) is therefore equivalent to finding the (unique up to an additive con-
stant) potential '? which solves (dCoul2Dreg). As we will now soon show, '? is
the potential which solves for every i D 1; : : : ; N the equationsˆ

R2.N�1/
Pˇ;�'.x1; : : : ; xN /dx1 : : :cdxi : : : dxN D N�1�.xi / (eqCoul2D)

For the rest of the discussion, we make the assumption thatˆ
R2
.1C jrj2/�.r/dr <1; (H3)

Remark 16. We demand the stronger hypothesis (H3) compared to (H1) for purely
didactic reasons. Indeed, this allows us to give a proof of the lower semi-continuity
of the relative entropy functional (Lemma 9). But as explained below in Re-
mark 17, this hypothesis is actually superfluous, so that, altogether, it is only
necessary to demand that � verifies hypothesis (H1) as previously. Let us also
note that in the dual formulation (dCoul2Dreg), under hypothesis (H3), we can
replace the constraint ' 2 Cb.R2/ by the constraint that ' 2 L1loc.R

2/ with
'.r/=.1 C jrj2/ 2 L1.R2/. This gives us the ad hoc topology to work on for
the proof of strong duality (Theorem 12).
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4.1. Finiteness of Cˇ .�/ and consistence as ˇ !1.

Lemma 9. Let ˛ and ˇ be Borel probability measures over Rn, and let the se-
quence f˛kgk be such that ˛k * ˛ as k ! 1 tightly. Moreover, suppose there
exists a constant C > 0 so thatˆ

Rn
.1C jrj2/d˛k.r/ < C; 8k:

Then, we have
lim inf
k!1

Ent.˛kjˇ/ > Ent.˛jˇ/:

Proof of Lemma 9. We suppose that ˛k � ˇ for all k, otherwise the result is triv-
ial. Let BR D B.0;R/ � Rn be a ball of radius R > 0. We have
ˆ
Rn

log
�

d˛k
dˇ

.r/
�

d˛k.r/ D
ˆ
BR

log
�

d˛k
dˇ

.r/
�

d˛k.r/

C

ˆ
.RnnBR/\

n
d˛k
dˇ >1

o log
�

d˛k
dˇ

.r/
�

d˛k.r/

C

ˆ
.RnnBR/\

n
d˛k
dˇ <1

o log
�

d˛k
dˇ

.r/
�

d˛k.r/:

The two first terms are weakly lower semi-continuous according respectively to
[62, Theorem B.33] and [2, Theorem 2.34]. Let us now take care of the last term.
For any " 2 .0; 1/, there exists a constant K" > 0 such that log.t/ > �K"t�" for
all t > 0, so that

�K"

ˆ
RnnBR

�
d˛k
dˇ

.r/
��"

d˛k.r/

6
ˆ
.RnnBR/\

n
d˛k
dˇ <1

o log
�

d˛k
dˇ

.r/
�

d˛k.r/ 6 0:

By taking " < 1
2

and using Hölder inequality, it holds
ˆ
RnnBR

�
d˛k
dˇ

.r/
��"

d˛k.r/ 6
�ˆ

RnnBR
.1C jrj2/d˛k.r/

�1�" � 1

1CR2

�1�"
6 C 1�"

�
1

1CR2

�1�"
WD ı.R/;

with ı.R/ vanishing as R goes to infinity. Therefore, letting R ! 1 yields the
desired result, that is,

lim inf
k!1

Ent.˛kjˇ/ > Ent.˛jˇ/:

�

Remark 17. In the above lemma, we have proved the lower semi-continuity for
the weak-? topology of the relative entropy functional in the first variable un-
der the hypothesis of bounded second-moments. In fact, one can prove the much
stronger statement that Ent.�j�/ is jointly lower semi-continuous without demanding
any boundedness hypothesis, that is, given any sequences of probability measures
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f˛kgk and fˇkgk such that ˛k * ˛ and ˇk * ˇ as k ! 1, where ˛ and ˇ are
probability measures as well, it holds that

lim inf
k!1

Ent.˛kjˇk/ > Ent.˛jˇ/:

A proof of this statement can be found in [78], where an equivalent definition of
the relative entropy is used. Let us give a different (rough sketch of a) proof.

Theorem 10. The infimum at (Coul2DReg) is attained.

Proof of Theorem 10. From Theorem 1, it holds that the cost functional is lower
semi-continuous. According to Lemma 9, the relative entropy is lower semi-
continuous under uniformly bounded second-moments. But for any P 2 ˘N .�/,
then by hypothesis (H3) we haveˆ

R2N
j.x1; : : : ; xn/j2dP.x1; : : : ; xn/ D

ˆ
R2
jrj2�.r/dr <1;

yielding the sought-for uniform bound. �

Remark 18. If � verifies the hypotheses (H2) and (H3), it is immediate that Cˇ .�/
is finite using Theorem 3.

Theorem 11. We have limˇ!1 Cˇ .�/ D C.�/, so that the minimizers of (Coul2DReg)
converge to a minimizer of (Coul2D) as ˇ !1 (up to a subsequence).

Proof of Theorem 11. Let us roughly sketch a proof of this statement. Morally, the
difficulty arises from the fact that an optimal transport plan for the unregularized
problem C.�/ need not have finite relative entropy with respect to the reference
measure �˝N (i.e. it might typically live on some submanifold of R2N ). The
idea is therefore to regularize this optimal plan without changing too much its
cost. More formally, because the relative entropy is a positive quantity, we always
have Cˇ .�/ > C.�/. If we consider a transport plan P 2 ˘N .�/ with finite
relative entropy, that is Ent.Pj�˝N / < 1, we have lim supˇ!1 Cˇ .�/ 6 C.P/.
Therefore, we obtain

lim sup
ˇ!1

Cˇ .�/ 6 C
0.�/;

where the quantity C 0.�/ is defined as

C 0.�/ WD inf
P2˘N .�/;

Ent.Pj�˝N /<1

C.P/:

We trivially have that C 0.�/ > C.�/, and it remains to prove that the converse
inequality holds, that is C 0.�/ 6 C.�/, which will yield that limˇ!1 Cˇ .�/ D
C.�/. To do so, we use the strategy proposed in [14] in the case where the cost
c is the Euclidean distance. Given an optimal transport plan P? for C.�/, we
approach P? using the so-called block approximation, that is, roughly speaking, by
decomposing the ambient space R2N into a partition of small hypercubes Ci;` D
ci;`;1 � � � � � ci;`;N , where ci;`;j � R2 are squares whose areas vanish as ` ! 0,
and by approximating P? in each hypercube by the re-weighted tensor measure

P?i;` WD
P.Ci;`/

�
N
.ci;`;1/ � � �

�
N
.ci;`;N /

�

N

ˇ̌̌
ci;`;1

˝ � � � ˝
�

N

ˇ̌̌
ci;`;N

:

That is, we consider P?
`
WD

P
i P?i;`, and we expect that P?

`
shall become a good

approximate of P? as ` � 1. For the Coulomb cost is not as sympathetic as the
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Euclidian cost, one needs to be careful, especially because of the singularities on
the diagonals. Nevertheless, because the optimal transport P? is supported away
from the diagonals, we eventually swerve away from this unfortunate technicality,
and it is proved in [37] that lim`!0 C.P?` / D C.P?/ and that P?

`
has finite relative

entropy. Therefore, one has C 0.�/ 6 C.P?
`
/, and passing to the limit `! 0 yields

C 0.�/ 6 C.P?/ D C.�/, concluding the proof. �

4.2. Strong duality for Cˇ .�/. Let us now prove that strong duality holds. Let
Q WD L1..1 C jrj2/dr/, that is, the set of �’s verifying hypothesis (H3), and we
write

Dˇ .�/ WD sup
'2Q0

�
Eˇ .'/C

ˆ
R2
'.r/�.r/dr

�
;

where Q0 is the topological dual of Q, which consists, as already noticed at Re-
mark 16, of those functions ' 2 L1loc.R

2/ such that '.r/=.1 C jrj2/ 2 L1.R2/,
endowed with the natural weak topology.

Theorem 12. For every ˇ > 0, strong duality holds, i.e. Cˇ .�/ D Dˇ .�/, for
every � 2 Q.

Proof of Theorem 12. The proof is similar to that of Theorem 8. We haveDˇ .�/ D
.�Eˇ /

�.�/ by definition of the Legendre transform. But Eˇ .'/ D �C �ˇ .'/ by
definition of the functional Eˇ , so that Dˇ .�/ D .C �

ˇ
/�.�/. The functional Cˇ is

convex as a pointwise infimum of the strictly convex functional Cˇ . Furthermore,
it is not identically C1 as Q \ Lq ¤ ;. Finally, Cˇ is weakly lower semi-
continuous over Q for the same reasons as before (see Remark 13). Therefore
Cˇ is a so-called regular convex function, and by Fenchel’s theorem, it holds that
Cˇ .�/ D .C

�
ˇ
/�.�/ for every � 2 Q, yielding strong duality. �

Let us now build a bridge between the optimal solutions of our dual (dCoul2Dreg)
and the equations (eqCoul2D). This will allow us to shift our attention to the equa-
tions themselves, which offer a more pragmatic hold on the problem compared to
the variational formulation. Note that this bridge should not come to the reader as
an unsettling statement, for it is already a well-known result of the literature in the
discrete case. Note that, we make the simplifying hypothesis that � is compactly
supported, though this need not be the weakest required hypothesis, as explained
below.

Theorem 13. Suppose that � is compactly supported, and let '? be an optimal
solution to (dCoul2Dreg). Then, we haveˆ

R2.N�1/
Pˇ;�'?.x1; : : : ; xN /dx1 : : :cdxi : : : dxN D N�1�.xi /

for every xi 2 �N , and every i D 1; : : : ; N . Moreover, the unique minimizer Pˇ
to (Coul2DReg) is exactly Pˇ;�'? .

Proof of Theorem 13. To prove the first statement of the theorem, it formally suf-
fices to differentiate the dual with respect to the potential '. We refer the reader to
[18, Theorem 4.7], where the proof is provided in the case where � is compactly
supported for the usual dual of (Coul2DReg), but the proof is unchanged for our
alternative dual formulation (dCoul2Dreg). In order to compute the directional de-
rivative of the functional ' 7! Zˇ .'/, one typically needs to use the dominated
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convergence theorem, and this is where the hypothesis that � be compactly sup-
ported comes handy, though we could work with weaker hypotheses (e.g. � has
some sort of exponential decay). To prove the second statement, we first remark
that Pˇ;�'? 2 ˘N .�/ by definition. Then, straightforward computations give that

C.Pˇ;�'?/C ˇ�1Ent.Pˇ;�'? j�˝N / D Eˇ .'?/C
ˆ
R2
'?.r/�.r/dr;

where of the right-hand side of the above equation is exactly Dˇ .�/ by optimality
of '?, so that by strong duality, the desired result follows. �

4.3. Toward the UEG. From now on, we turn our attention towards the UEG,
as defined in the previous section. As such, we will always work with � D 1�N

where �N WD N 1=2�, with � WD B.0; 1/ the unit ball of unit radius in R2.
Working with a ball makes the theoretical analysis easier because of the radially
symmetry , though we expect, at least from a qualitative point-of-view, similar
results for domains which are not too pathological.

As explained in the introduction of this document, the dual variable ' does
not necessarily make up for a good candidate as the optimization variable from
a numerical perspective. Heuristically, ' is interpreted as a true physical potential
which binds the particles together. As such, instead of working on the potential
landscape itself, we might consider looking for a distribution of charge which gen-
erates it. That is, from now on, our dual variable will be a distribution of charge
�ext, and we will write U �ext the associated potential, that is

U �ext.r/ WD c2 � �ext.r/ D �
ˆ
R2

log.r � z/�ext.z/dz

Theorem 14. If �ext is an optimal charge distribution, that is U �ext is optimal for
(dCoul2Dreg), then one can always suppose that supp.�ext/ � �N .

Proof of Theorem 14. Notice that the objective in (dCoul2Dreg) is strictly concave
up to an additive constant. Because of the radial symmetry of the domain �N , it
then holds that �ext must be a radially symmetric Borel measure. By the Lebesgue
decomposition theorem, we can write

�ext D �pp C �sing C �absdr;

where �pp is the pure point part, �sing is the singular part, and where �abs is the
absolutely continuous (with respect to the Lebesgue measure dr) part. Then, be-
cause of the radially symmetric nature of �ext, it must be that �pp D !0ı0 where
!0 2 R is some weight and that �sing is supported on circles centered at the origin,
that is, �sing D

P
i>1

!i
2�ri

�C.ri /, where �C.ri / is the Lebesgue measure on the
circle C.ri / centered at the origin of radius ri > 0. Now, it is a well-known that a
uniformly charged circle generates a constant potential on its inside, so that we can
always remove the singular parts outside of�N . Likewise, if there is an absolutely
continuously distributed charge on some annulus outside of �N , the potential felt
by any particle inside �N is also constant, so that one can always remove this part
as well. Therefore, we can always suppose that supp.�ext/ � �N .

�
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Remark 19. It’s not very complicated to prove that we can always suppose �sing D

0. Indeed, if some charge is supported on a circle inside the domain �N , retract-
ing this circle toward the origin always gives rise to a higher energy for the dual
(dCoul2Dreg).

Remark 20. If we suppose that �abs verifies hypothesis (H2), that is, �abs 2 L
q.R2/

for some q > 1, then one can also prove that !0 D 0, so that any optimal charge
distribution �ext can be supposed to be absolutely continuous with respect to the
Lebesgue measure. Indeed, let us write �ext D !0ı0 C �0, so that U �ext.r/ D
�!0 log jrj CU �0.r/. Using (eqCoul2D), we have for every r 2 �N (with N D 2
for simplicity)

Zˇ .�ext/
�1 1

jrjˇ!0
eˇU

�0 .r/
ˆ
�N

jr � zjˇeU
�ext .z/dz D N�1;

from which it immediately follows, by evaluating the equation at r D 0, that one
must have !0 D 0. Note that the hypothesis on �abs assures us that U �

0

.0/ is finite.

In what follows, we continue making the hypothesis that �abs verifies (H2). As
such, �ext is absolutely continuous and we do not write �abs anymore, accord-
ing to what precedes. Note that we refer the reader to the extensive monograph
[84] for a thorough introduction of logarithmic potential theory. In the next the-
orem, we prove that �ext must positive. To do so, we use of the fact that one
can retrieve the charge distribution �ext which generates the potential U �ext as
�ext D �.2�/

�1�U �ext (see [84, Theorem 1.3]). Of course, this requires the po-
tential to have continuous second partial derivatives, which is the case when ˇ > 2
by dominated convergence using (eqCoul2D).

Theorem 15. �ext is positive.

Proof of Theorem 15. For simplicity, let us suppose that N D 2, the proof being
similar for general N , only more cumbersome to write. For every x 2 Int.�N /,
we have

� rU �ext.x/ D
N

Z.�ext/
eU

�ext .x/
ˆ
�N

.x � y/jx � yjˇ�2eU
�ext .y/dy: (4)

Therefore, one has

��U �ext.x/ D ˇ
N

Z.�ext/
eˇU

�ext .x/
�ˆ
�N

jx � yjˇ�2eˇU
�ext .y/dy

�
N

Z.�ext/
eˇU

�ext .x/




ˆ
�N

.x � y/jx � yjˇ�2eˇU
�ext .y/dy





2
#
:

Using the Cauchy-Schwarz inequality, we have
ˆ
�N

jx � yjˇ�1eˇU
�ext .y/dy D

ˆ
�N

jx � yj
ˇ
2
�1e

ˇ
2
U �ext .y/

jx � yj
ˇ
2 e

ˇ
2
U �ext .y/dy

6

sˆ
�N

jx � yjˇ�2eˇU �ext .y/dy

sˆ
�N

jx � yjˇeˇU �ext .y/dy
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Using the equation, it follows that



ˆ
�N

.x � y/jx � yjˇ�2eˇU
�ext .y/dy





2
6
ˆ
�N

jx � yjˇ�2eˇU
�ext .y/dy �

Z.�ext/

N
e�ˇU

�ext .x/;

and the result follows. �

5. NUMERICAL EXPERIMENTS

In this last section, we present some numerical experiments for the UEG in two
space-dimensions. As explained in Section 3 in the three-dimensional case, the
floating Wigner crystal does not make up for a good candidate as a trial state for
the UEG, while the modified version introduced in [54], where the crystal is im-
mersed in a thin layer of incompressible fluid, certainly is. The question remains,
« shall we expect a similar paradigm in the two-dimensional case ? ». Answering
this question numerically poses a lot of difficulties, for it requires one to compute
the optimal transport plan with rather great quantitative precision, in order to ei-
ther confirm or infirm that the optimal solution displays fluid-like particle-particle
correlations on the boundary of the system. This behavior shall especially become
apparent whenN � 1, which evidently withholds our investigation because of the
high computational burden of considering a large number of particles. Therefore,
in this document, we shall only care whether or not « something is happening on
the boundary ». We only investigate the numerics from a qualitative point-of-view.
This is altogether a first step, which ultimately should pave the way towards more
precise results.

5.1. Numerical scheme. We will suppose that the density of the electrons is ex-
actly constant over the square �N D Œ0;

p
N�2, and we look at the system at

finite temperature ˇ�1, that is with entropic regularization. We want to solve the
dual formulation (dCoul2Dreg) to our problem, using the strategy presented in the
previous section, that is by working with the charge distribution �ext instead of
the corresponding potential. Note that we choose the domain �N to be a square
instead of a disk to simplify the implementation of our numerical scheme. The
heuristic of this scheme is the following: we decompose our domain into small
square cells Ci ’s, that is�N D tiCi , and we want to approach the optimal charge
distribution �ext by

P
i �i1Ci , where the �i ’s are the optimization variables, repre-

senting the (constant and positive) charge distributions in the cells Ci ’s. We start
with the jellium, that is �i;.0/ D 1 for every i . At iteration t , we approximate
the one-particle density �i;.t/ of Pˇ;�U �.t/ in each cell, at the center of the cell,
where �.t/ D

P
i �i;.t/1Ci . Note that to robustify the procedure, we might select a

random point in the cell instead of its center. If �i;.t/ < N�1, we want to correct
for the lack of electrons by adding a small amount ".t/ > 0 of positive charge,
that is �i;.tC1/ WD �i;.t/ C ".t/, and inversely by subtracting this amount when
�i;.t/ > N

�1. We stop the algorithm when the error
P
i j�i;.t/ �N

�1j is as small
as it can get.

Remark 21. We take the step ".t/ to decrease slowly in the sense that
P
t ".t/ D

C1 and
P
t "
2
.t/
< C1, following a well-known thumb rule. Note that we could
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imagine more sophisticated strategies, such as keeping track of an approximate
gradient with respect to the weights �i ’s.

The most difficult part, that is the one which carries the entire the computational
burden, is of course the approximation of the one-particle density �i;.t/ in each cell.
This requires to compute both the partition function Zˇ .�U �.t// and the integral
depending on the remaining N � 1 two-dimensional variables. This integral de-
pends on the U �.t/ , which itself is obtained from �.t/ by computing a convolution.
We therefore proceed as follows: the partition function and the one-particle density
are computed with Monte-Carlo simulation (MC). To compute the potential U �.t/
at the location r 2 Ci , we use the decomposition

U �.t/.r/ D ��i
ˆ
Ci

log jr � zjdz �
X
j¤i

�j

ˆ
Cj

log jr � zjdz:

The first integral is computed using a straightforward MC simulation, while the
other integrals are approximated as follows: given cj the center of the cell Cj , we
write for all z 2 Cj the Taylor expansion

log jr � zj D log jr � cj j C
X
˛D1;2

�
rxDjr�cj j log j � j

�
˛
.cj � z/˛

C
1

2

X
˛;ˇD1;2

�
r
2
xDjr�cj j log jr � cj j

�
˛;ˇ

.cj � z/˛.cj � z/ˇ C : : :

so that, by defining the monopole m, the dipoles d˛’s, the quadrupoles q˛;ˇ ’s etc.
as

m WD jCj j; d˛ WD

ˆ
Cj

.cj � z/˛dz; q˛;ˇ WD

ˆ
Cj

.cj � z/˛.cj � z/ˇdz; � � � ;

we can write the multipole expansion around cj as
ˆ
Cj

log jr � zjdz D m log jr � cj j C
X
˛D1;2

d˛
�
rxDjr�cj j log j � j

�
˛

C
1

2

X
˛;ˇD1;2

q˛;ˇ

�
r
2
xDjr�cj j log jr � cj j

�
˛;ˇ
C : : :

We then remark that, because of the symmetric geometry of Cj , some moments
vanish, for instance d˛ D 0 for ˛ D 1; 2 and q˛;ˇ D 0 when ˛ ¤ ˇ, simplifying
the computations.

Remark 22. We believe that it might be possible to express the electric potential
defined by the first integral using some special functions, as it is done in [17] for
a uniformly charged square in two dimensions for the Coulomb potential c3. This
would allow us to swerve away from the computational burden of using a MC
simulation.

5.2. Experiments. Our experiments were conducted on the clusters of the CERE-
MADE laboratory, each cluster being equipped with 40 CPUs Intel(R) Xeon(R)
CPU E5-2630 v4 @ 2.20GHz. Our code was written using the Julia program-
ming language, which we believe to be quite appropriate for the task. The code
was parallelized and launched over the 40 CPUs at our disposal, allowing us to get
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FIGURE 4. Parameters: N D 5, M D 11, ˇ D 0:01. We display
several iterations of �.t/, and we see that the density of charge
distribution decreases on the boundary of the system.

FIGURE 5. Parameters: N D 5, M D 20, ˇ D 0:01. After
many iterations, it becomes apparent that the density of the exter-
nal charge distribution �ext is much lower on the boundary of the
system compared to the center.

rather correct qualitative results in a few hours (� 4h). In Fig. 4, we displayed
a color-map of �.t/ at several iterations, for N D 5 particles with a domain dis-
cretized into M 2 square cells with M D 11. As expected, we do see timidly
appearing something at the boundary, where the approximate optimal external
charge distribution decreases. In Fig. 5, by increasing the domain discretization
to M D 20, this becomes clearly apparent. Reminiscent of Section 3, we know
that the number of particles M constituting the neighboring fluid should be such
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that M � N , where N is the number of particles on the floating Wigner crystal,
so that the fluid layer has a vanishing energy per unit volume in the thermodynamic
limit. Our experiments tend to confirm something of that type.

Remark 23. Throughout all of our experiments, the inverse temperature is fixed at
ˇ D 0:01, which altogether is a rather deceiving value. Indeed, we were not able to
increase ˇ without underflowing our computations. In the coming future, we will
be implementing the usual trick of carrying the computations into the log-domain,
we should allow us to increase ˇ into the domain of much higher values.
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